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METHOD FOR ACQUIRING
THREE-DIMENSIONAL IMAGES

BACKGROUND OF THE INVENTION

1. Field of the Invention:

The present invention relates to a method according to the
preamble of claim 1 for capturing three-dimensional images
of'objects as well as to an assembly according to the preamble
of'claim 8 for capturing three-dimensional images of objects.

Methods and assemblies of the invention will particularly
be used for providing three-dimensional images of teeth. The
areas of use cover the provision of digital teeth and jaw
impressions, the provision of diagnostic aids, monitoring
dental treatments and the implementation of reliable check-
ups of implants. Apart from other areas of use in the fields of
medical and industrial technology, for example for endo-
scopies, it is generally possible to use said method and assem-
bly for stereometric measurements of areas which are difficult
to access.

The acquisition of stereometric images of areas which are
difficult to access, for example of teeth in the oral cavity of
human beings, constitutes the background of the present
invention. The difficulties in this connection consist in the
required miniaturization of the capturing unit, on the one
hand, and in the required high reliability of the method, on the
other hand. Particularly in the area of dentistry, dimensions of
about 0.1 mm may be of relevance, so that a resolution in the
range of about 0.01 mm is required in order to be able to
record all the details of the objects to be imaged at a suffi-
ciently high resolution.

According to the state of the art, dental measuring devices
for capturing three-dimensional images are known. A signifi-
cant disadvantage of these devices consists in the mostly
unhandy and bulky dimensions of the sensor parts which are
advanced to the objects to be imaged, as a high number of
different components may be required in the image area.

BRIEF SUMMARY OF THE INVENTION

The task of the present invention, thus, consists in provid-
ing an assembly and a method for providing highly precise
three-dimensional images, said assembly having as compact
a configuration as possible.

According to the invention the arrangement of both cam-
eras is pre-calibrated, the positions and orientations of the
cameras in relation to one another being determined and a
transformation which assigns exactly one position in space in
athree-dimensional capturing space to each image position of
an image recorded with one of the cameras and to each image
position of an image recorded with the other camera being
established. In the course of the calibrating procedure, a plu-
rality of epipolar lines is determined for each of the cameras,
one epipolar line of the one camera being assigned to one
epipolar line of the other camera. It is provided that a prede-
termined random image is projected onto the object to be
imaged, the individual picture points of the random image
having at least one of two different color values and/or inten-
sity values. After that, a first neighborhood is determined for
each pixel of the first camera, and an epipolar line determined
for the first camera and comprising the respective pixel is
established. Then the second epipolar line of the second cam-
era, which is assigned to said first established epipolar line, is
determined. A second neighborhood, which is congruent to
the first neighborhood, is determined for all the pixels of the
image of the second camera located on said second epipolar
line; the intensities of the first and second neighborhoods are
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compared; the degree of consistency of the two neighbor-
hoods is determined, and the image position on the second
epipolar line with the highest consistency is located. The
transformation is used to determine a position in space based
on the position of the pixel of the first camera in the image and
the established position of the second epipolar line; this posi-
tion in space is stored, the image of the imaged object being
determined by the set of determined positions in space and
being made available for further processing. This procedure
allows for simple and efficient capturing of three-dimensional
images and imaging of objects, the assignment of two pixels
of the two cameras depicting the same pixel area is much
easier than in previous methods, and the calculations for
locating two pixels depicting the same image area are signifi-
cantly accelerated.

A special embodiment of the present invention provides for
an inactivation of the projection of the random image imme-
diately before or after the set of positions in space are/have
been recorded and for an optional additional illumination of
the object, at least one camera capturing an image. The
respective intensity or image position is assigned to each of
the determined points in space, based on which the position in
space of said points can be determined using the transforma-
tion. This procedure allows for the recorded three-dimen-
sional images of the object to be represented in color, option-
ally in their original colors.

It may also be provided for a partitioning of the surface or
the space using a meshing method based on the recorded set
of points and using a number of spatial elements or surface
elements. This constitutes an advantage as the recorded set of
points may easily be three-dimensionally represented and it is
easy to carry out subsequent calculations.

A special aspect of the invention provides that an intensity
value determined based on the intensity values of the points in
space of the set of points is assigned to the surface elements of
the sectioned surface, particularly by interpolation, and is
optionally displayed. This allows for a particularly realistic
representation of the colors of the imaged objects.

A particularly advantageous aspect of the present invention
provides that three-dimensional images of objects are con-
tinuously recorded, while the objects are moved in relation to
the camera assembly, the relative movement of the objects
being sufficiently slow so that the areas recorded in subse-
quent images overlap, and that the determined set of points,
the sectioned surfaces or the sectioned spaces are aligned by
means of isometric transformation. It is, thus, possible to
create an assembled image based on a plurality of images. It
is advantageous that the images, which are normally taken
from a very small distance, may be assembled easily in order
to create an overall image consisting of several partial images,
the size of said overall image being greater than that of the
image area of the two cameras.

It may also be provided that, in case of lacking consistency
between the first neighborhood and the second neighbor-
hoods of the pixels on an epipolar line of the image recorded
by the second camera, an anti-shine fluid is sprayed onto the
surface of the objects to be imaged, and that the procedure of
locating consistent neighborhoods is continued after having
sprayed on said fluid. This allows for obtaining precise three-
dimensional images, particularly in case objects having a
strongly reflecting or very smooth surface.

Moreover, in an assembly for capturing three-dimensional
images of objects using two cameras which have overlapping
image areas, a projection unit for projecting a random image
is provided according to the invention, so that the individual
pixels of the random image have one of at least two different
color and/or intensity values, the random image being pro-
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jectable into the overlapping image areas of the two cameras
of'the projection unit. In this assembly, it is provided that the
random image is selected in a way that the pixels situated on
the same epipolar line 9a, 96 (shown in FIG. 3) in the image
areas of the two cameras la, 15 (shown in FIG. 1) have
distinct neighborhoods. Such an assembly allows for captur-
ing images which may easily be converted into a three-di-
mensional image.

A special aspect of the present invention provides a light
source which is preferably switchable and illuminates the
overlapping image areas of the two cameras. Thanks to the
illumination using said light source, further images may be
taken in addition to the images required for capturing the
three-dimensional images; said further images may be
viewed immediately or used for coloring a three-dimensional
image of an object after capturing.

Moreover, the invention may be further developed by
means of an atomizer which may be used for spraying an
anti-shine fluid onto the objects to be imaged. This allows for
capturing matt images which makes it easier to obtain a
three-dimensional image.

A further preferred aspect of the invention provides that a
calibrating unit is post-positioned to the cameras, said cali-
brating unit determining the positions and orientations of the
two cameras in relation to one another and establishing a
transformation which assigns exactly one position in space,
particularly one voxel, in a three-dimensional image space to
one image position, particularly one pixel, of an image cap-
tured by one of the two cameras and to an image position,
particularly one pixel, of an image captured by the other
camera and determining a family of epipolar lines for each of
the cameras, one epipolar line of one camera being assigned
to exactly one epipolar line of the other camera; that an
evaluation unit is post-positioned to the cameras, said evalu-
ation unit determining a first neighborhood, for example con-
sisting of 3x3 or 5x5 pixels, for each pixel of the first camera,
determining a first epipolar line determined for this first cam-
era and comprising the respective pixel, determining the sec-
ond epipolar line of the other camera assigned to said deter-
mined first epipolar line, a second neighborhood, congruent
in relation to said first neighborhood, being determined for all
the pixels of the image captured by the second camera which
are located on said second epipolar line, the intensity values
of the first and second neighborhoods being comparable by
means of a comparing unit, said comparing unit determining
the degree of consistency of the two neighborhoods and those
image positions, particularly the pixel, on the second epipolar
line with the highest degree of consistency, the transforma-
tion being used for determining a position in space based on
the image position of the pixel of the first camera and the
determined image position on the second epipolar line, said
position in space being storable in a memory.

Such an assembly allows for capturing three-dimensional
images of objects in a simple and cost-efficient way.

It may also be provided that the optical axes of the two
cameras are almost parallel. This allows for an easy determi-
nation of the transformation and improves the precision of the
captured three-dimensional images.

Another advantageous aspect of the invention provides that
the two cameras and the projection unit are arranged on the
same support or instrument. This allows for an easy handling,
particularly when only little space is available.
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Advantageous versions and further developments of the
invention are described in the dependent claims.

The invention will be exemplarily described referring to
the following figures.

BRIEF DESCRIPTION OF THE SEVERAL
VIEWS OF THE DRAWING

FIG. 1 shows a front view of an instrument having the form
and dimensions of a dental mirror and two cameras and a
projection unit.

FIG. 2 shows a lateral view of the instrument having two
cameras and a projection unit.

FIG. 3 shows images of the two cameras and the epipolar
lines assigned to one another.

FIG. 4 shows a first epipolar line, a second epipolar line,
and the points located on these epipolar lines and their respec-
tive neighborhoods.

FIG. 5 shows a discrete image of the degree of consistency
and an interpolation of the degree of consistency on one ofthe
second epipolar lines.

FIG. 6 shows an image of the teeth as an assembled image
consisting of several individual images.

FIG. 7 shows the effect of a calibrated transformation
function in the case of two given image positions on the
images produced using the two cameras.

FIG. 8 shows a random image.

DESCRIPTION OF THE INVENTION

FIG. 1 shows an example of the basic configuration of an
assembly of the invention with an instrument 10 having the
form and the dimensions of a dental mirror. This assembly
comprises an instrument 10, two cameras 1a, 15 and a pro-
jection unit 2 being arranged on the terminal unit 11 of said
instrument 10. Alternative embodiments may comprise endo-
scopes, surgical instruments, or instrument heads in general,
which are able to reach the inaccessible objects 30 to be
imaged, such as teeth, and on which two cameras 1a, 15 and
a projection unit 2, which will be described below, can be
arranged.

These two cameras 1a, 15 have partly overlapping image
areas 3a, 36 (shown in FIG. 2). The image areas of the two
cameras 1a, 15 are selected to be of the same size; depending
on the typical distance of the cameras 1a, 16 from the objects
30 to be imaged, the image areas are selected so that as large
a part of the objects 30 as possible is situated in the overlap-
ping areas 4 of the image areas 3a, 36 of the two cameras 1a,
1b.

In the area between the two cameras la, 15, a projection
unit 2, which projects a random image 40 (shown in FIG. 8)
into at least a partial area of the overlapping areas 4 of the two
cameras la, 15, is located. It is particularly advantageous to
project the random image 40 onto the overall overlapping
areas 4 of the two image areas 3a, 35 of the two cameras 1a,
15. In the example shown in FIG. 2, the random image 40 is
projected into a projection area 5, comprising the overlapping
area 4 of the two image areas 3a, 356 of the two cameras 1a, 15,
by means of the projection unit 2.

Before images of the objects are captured, the positions of
the two cameras 1a, 15 are calibrated. The projection unit 2 is
not needed for calibrating the two cameras 1a, 15 and may
remain switched off during the entire calibrating procedure.
The calibrating procedure at first determines the positions and
orientations of the two cameras 1la, 15 in relation to one
another. There are different ways of implementing this pro-
cedure, an advantageous way being described in J. Heikkil4,
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Geometric camera calibration using circular control points,
IEEE Transactions on Pattern Analysis and Machine Intelli-
gence 22(10), 1066-1077, 2000 or in Faugeras, Toscani,
Camera calibration for 3D computer vision, Proc. Int’1 Work-
shop on Industrial Applications of Machine Vision and
Machine Intelligence, Tokyo, Japan, pp. 240-247, February
1987. A transformation is obtained as a result, said transfor-
mation assigning a point 17 (shown in FIG. 7) in space within
the overlapping image area of the two cameras la, 16 a
picture point 8a (shown in FIG. 3) of an image captured by the
first camera 14 and to a picture point 85 of an image captured
by the second camera 15.

A picture point 8a, 8b is assigned bijectively to each pixel
on a one-to-one basis. Picture points may, however, also be
located between the individual pixels, which is why the
method described below is suited for the application of sub-
pixel arithmetic.

Of course, it is not possible to assign any picture point 8a,
8b to a pixel, but it is only possible to determine a point 17 in
space for those picture points 8a, 86 which are situated on
epipolar lines 9a, 95 which are assigned to one another. For
this reason, it is required in connection with calibration to
determine a family of epipolar lines 94, 96 (shown in FIG. 3)
of the two cameras 1a, 15 and to assign bijectively one epi-
polar line 96 of one camera to each of the epipolar lines 9a of
the other camera 1a. Methods for determining and assigning
the epipolar lines 9a, 95 to one another are known to those of
skilled in the art and described, for example, in Zhengyou
Zhang, Determining the Epipolar Geometry and its Uncer-
tainty: A Review, International Journal of Computer Vision,
Vol. 27, pp. 161-195, 1996.

As has already been mentioned, a random image 40 is
projected onto the overlapping area 4 of the two cameras 1a,
15 in the course of the method of the invention. The random
image may, for example, be a digital image having a prede-
termined height and width and a number of pixels or image
areas which are arranged in a rectangular array. These pixels
each have color and intensity values chosen from a number of
preset color and/or intensity values. A random image 40 is
used because for the method described below it is required
that the neighborhood of each pixel, for example a neighbor-
hood consisting of 3x3 or 5x5 pixels, may be clearly assigned
to the respective pixel within the overall random image.
Based on the clear assignment of the neighborhood, a point in
space may be found in different locations in two digital
images captured by one of the two cameras 1a, 15. If two
different light intensity values, such as black and white, are
chosen as possible random values for one pixel, about 32
million different neighborhoods are possible when using
neighborhoods consisting of 5x5 pixels, so that images of up
to 32 million pixels may be captured without any limitations
and a distinct neighborhood may be clearly assigned to each
of the captured pixels.

The random image may be produced by simple means and
may, for example, be available in the form of a slide. The
individual random values assigned to each of the pixels may
be calculated using a known algorithm, such as a Mersenne
Twister algorithm which is known in the field of the invention
and described in M. Matsumoto and T. Nishimura, Mersenne
Twister: A 623-dimensionally equidistributed uniform pseu-
dorandom number generator, ACM Trans. on Modeling and
Computer Simulations, 1998.

Alternatively, in order to reduce the space required for the
assembly, the projection unit 2 may be formed with a diffrac-
tion grating, the diffraction grating for information ofa digital
image having significantly smaller dimensions than if slides
are used. The configuration of the diffraction gratings for the
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representation of digital images is known to those of skill in
the art and is, for example, described in J R Leger, M G
Moharam, and T K Gaylord, Diffractive Optics—An Intro-
duction to the Feature Issue. Applied Optics, 34 (14), p.
2399-2400, 1995. In the area of the slide or the diffraction
grating, a light source, such as a laser diode, is situated for
projecting its light through the slide or the diffraction grating
onto the objects 30.

In order to obtain a three-dimensional image of the object
30, the following steps are carried out individually for each
pixel 8a of the images captured by one of the two cameras
which will be referred to as the first camera 1a below. These
pixel 8a captured by the first camera 1a will be referred to as
first pixels 8a below. The number of these pixels 8¢ may
optionally be reduced by the number of those pixels whose
image areas are not part of the image area of the other camera
which will be referred to as second camera 15 below. The
pixels 85 captured by the second camera 15 will be referred to
as second pixels 85 below.

At first, a first neighborhood 13a is determined for each of
the first pixels 8a (shown in FIG. 4). The neighborhood 13«
may, for example, be a neighborhood consisting of 5x5 pix-
els, the respective pixel 8a preferably being located at a
central position of the first neighborhood 13a.

For each of the first pixels 8a of the first camera 1a, the
epipolar line 9a, as shown in FIG. 4, of the first camera 1a and
the epipolar line 956 of the second camera 15 assigned to said
first epipolar line 9a are used. As has already been mentioned,
these epipolar lines 9a, 95 have already been determined in
the course of the calibration of the cameras 1a, 15. Then, a
second neighborhood 135 consisting of 5x5 pixels is deter-
mined for the second pixels 85 of the image captured by the
second camera 15 which are located on the second epipolar
line 94; said second neighborhood 135 is then compared to
the first neighborhood 13a. In the course of said comparison,
the degree of consistency is determined, which shows
whether the intensity values of the two neighborhoods 13a,
13b are consistent.

If the intensity values assigned to the two neighborhoods
13a, 135 are consistent, the degree of consistency will—
depending on how it is formulated—be highest or lowest; in
case of total consistency, it will particularly be zero. It is, for
example, possible to use the Euclidian space as a measure of
the consistency of two neighborhoods; in this case, all inten-
sity values of the neighborhood will be compared pixel by
pixel. Other methods for obtaining a degree of consistency
can be found in Reinhard Klette, Andreas Koschan, Karsten
Schlins: Computer Vision—Ré&umliche Information aus
digitalen Bildern, 1% edition, Friedr. Vieweg & Sohn Verlag,
1996.

The degree of consistency is determined for the respective
neighborhoods 134, 135 of two pixels, the first of which being
located in the image captured by the first camera 1a and the
other one on the second epipolar line 956 assigned to the first
epipolar line 9a on which the first pixel 8« is located in the
image captured by the first camera 1a. As there are typically
100 to 1,000 pixels on each ofthe second epipolar lines 95, the
degree of consistency for all points on the second epipolar
line 95 is determined. These degrees of consistency are
entered into a discretely defined functions together with the
image position of the respective pixel, the area of definition of
said functions being extended to the overall second epipolar
line 96 by means of an interpolation function 20. This dis-
cretely defined function of the degrees of consistency and its
assigned interpolating function 20 are shown in FIG. 5. The
maximum of said interpolating function 20 is determined, and
the image position 14 where the maximum is found is con-
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sidered as the image position corresponding to the pixel 8a
from the image captured by the first camera. It is assumed that
this image position 14 and the image position of the pixel 8a
from the image captured by the first camera 1a show the same
section of the object, as their neighborhoods are very similar
and clear in the image areas.

Thus, image positions of the image captured by the second
camera 15 showing the same section of an object as a pixel of
the image captured by the first camera 1a are only searched on
the second epipolar lines 95. This means that the strict crite-
rion of the unambiguousness of the neighborhood may no
longer be applied to the overall random image, instead requir-
ing only the neighborhood of the pixel lying on the same
epipolar line 9a, 96 in the images captured by the two cameras
1a, 15 to be unambiguous. Due to this extension of the area of
the permissible random image, in most cases it is sufficient to
determine a neighborhood of 3x3 pixels. For a higher reli-
ability and precision, a neighborhood of 5x5 pixels which is
numerically more complex can be used.

The two determined image positions are transformed in the
course of the calibration, which yields a position 17 in space.
This position 17 in space corresponds to the position in space
which has been captured in the course of capturing in both
determined image positions in the images captured by the two
cameras.

If'this procedure is applied to a number of image points 8a
of'an image captured by the first camera 1a, an equal number
of image positions 14 in the image captured by the second
camera at the same time and an equal number of points 17 in
space on the surface of the captured object 30 are obtained.

A further development of the assembly of the invention is
shown in FIG. 1, said assembly additionally having a switch-
able light source 6 which illuminates the objects 30 to be
imaged in the overlapping area 4 of the image areas 3a, 36 of
the two cameras. This light source 6 may be turned on as short
a time as possible before turning on the projection unit 2.
Then, one or both of the two cameras 1a, 15 capture animage,
and the intensity values for one or several color channels are
captured. After that, the light source 6 is turned off and the
projection unit 2 is turned on and the above described proce-
dure for determining the positions 17 in space is imple-
mented. It is assumed that the position of the assembly
remains unchanged between capturing the image using the
light of the light source 6 and the subsequent capturing of the
positions 17 in space. After having determined the image
positions 14 and the respective points 17 in space, each point
17 in space may be assigned the intensity value of the pixel 8a
determining it via the transformation and/or or the respective
second pixel 85 on the second epipolar line 94.

The procedure of the invention may be additionally
improved by applying a meshing step to the determined point
cloud of the determined points 17 in space after having deter-
mined said points. The determined points 17 in space are
considered as points on the surface of a three-dimensional
object represented by a tetrahedron. The object may option-
ally also be represented by other elements, such as prisms or
cubes, or only the surface may be represented by triangles or
rectangles. A comprehensive description of meshing algo-
rithms may, for example, be found in Joe, Simpson, Triangu-
lar Meshes for Regions of Complicated Shape, International
Journal for Numerical Methods in Engineering, Wiley, Vol.
23, pp. 751-778, 1986 or in Borouchaki, Lo, Fast Delaunay
triangulation in three dimensions, Computer methods in
applied mechanics and engineering, Elsevier, Vol. 128, pp.
153-167, 1995.

If intensity values have already been assigned to the indi-
vidual points 17 in space before, the intensity values may be
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transferred to the surface elements by means of interpolation,
which yields a continuous coloration of the surface.

The assembly shown in the figures captures about ten to
twenty images of the object 30 to be imaged per second. If the
assembly is moved slowly in relation to the objects to be
imaged (teeth in this case), as shown in FIG. 6, so that over-
lapping areas of the objects will be captured in two subse-
quent time steps, it is possible to convert the overlapping
image areas by means of an isometric transformation into
each other, so that they are situated in the same area in space.
Such procedures are, for example, described in Timothée
Jost, Heinz Huigli, Fast ICP algorithms for shape registration,
Proceedings of the 24” DAGM Symposium on Pattern Rec-
ognition, pp. 91-99, 2002. By taking several images at difter-
ent points in time, a larger three-dimensional image may be
assembled using several smaller images. This way, a three-
dimensional image of the overall row of teeth shown in FIG.
6 may be obtained. In the course of the capturing process, the
currently captured three-dimensional overall image is dis-
played on a monitor. The measuring process is additionally
supported by an optimal positioning (virtual horizon) during
the measuring, and the current position of the measuring head
is represented in the respective three-dimensional image.

The improvement of the assembly of the invention
described below results in an improved contrast in the images
captured by the cameras. If the surface of the objects to be
imaged is highly reflective, the images may not be correctly
represented or may show some undesired reflections which
significantly affect the quality of the images. For this reason,
an anti-shine liquid, such as alginate, may be sprayed onto the
teeth, making it significantly easier to capture three-dimen-
sional images applying the described procedure. For this rea-
son, the assembly is provided with an atomizer 7, which may
be used to apply an anti-shine fluid on the objects to be
imaged.

The handle of the instrument 10 supporting the assembly
has a cable on its back side, said cable connecting the assem-
bly to a processing unit. This processing unit supplies the
cameras la, 15, the projection unit 2, the light source 6 with
supply voltage and receives the collected data from the cam-
eras la, 1b. Moreover, the liquid may be supplied to the
atomizer 7 via a liquid conduit through the handle of the
instrument 10.

Alternatively, a WLAN interface may be used for transfer-
ring the data to the processing unit. A WL AN interface offers
the advantage of no longer requiring any cables. In this
embodiment, the instrument 10 is provided with a battery for
supplying the cameras, the projection unit, and the light
source with voltage and with a tank holding the anti-shine
liquid.

Advantageously, it may be provided that the random image
40 is selected in a way that the pixels, located on the same
epipolar line 9a, 96 in the images captured by the two cameras
1a, 15, have distinct neighborhoods 134, 135.

Such a random image 40 differs from a known structured
light pattern in that the neighborhoods 13a, 135 of the indi-
vidual pixels are diftferent from one another and, particularly,
are unique on an epipolar line 9a, 95. Structured light patterns
comprise a plurality of pixels having identical neighborhoods
134, 135. Contrary to the structured light patterns, it is pos-
sible to carry out a recognition procedure in order to recog-
nize identical points in space in the images captured by the
cameras in a single capturing step. This is particularly advan-
tageous, as movement artifacts which are produced if several
subsequent images using several structured light patterns are
captured can be avoided. Thus, a faster and simpler detection
of three-dimensional images is made possible.
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The invention claimed is:

1. A method for capturing three-dimensional images of
objects using two cameras having overlapping image areas,
wherein a configuration of the two cameras being pre-cali-
brated, which comprises the steps of:

determining positions and orientations of the two cameras

relative to one another;

establishing a transformation, the transformation assigning

exactly one position in space, namely one voxel, in a
three-dimensional image space to a first image position,
namely a position of a pixel, of an image captured using
a first of the cameras and a second image position, being
aposition of a pixel, of animage captured using a second
of the cameras;

determining, during a course of a calibrating procedure, a

family of epipolar lines for each of the cameras, exactly

one epipolar line of the second camera being assigned to

each of the epipolar lines of the first camera;

projecting a predetermined random image onto an object to

be imaged, individual pixels of the predetermined ran-

dom image having one of at least two different color

values and/or intensity values and in that then, for each

pixel of the first camera:

determining a first neighborhood;

determining a first epipolar line for the first camera and
containing a respective pixel;

assigning a second epipolar line of the second camera to
the first epipolar line determined;

performing the following steps for each pixel of the image

captured by the second camera which are situated on the

second epipolar line:

determining a second neighborhood being congruent to
the first neighborhood;

comparing intensity values of the first and second neigh-
borhoods;

determining a degree of consistency for the first and
second neighborhoods;

determining an image position of a pixel, on the second
epipolar line having a highest degree of consistency;

determining a position in space by means of the trans-
formation based on the image position of the pixel of
the first camera and the image position determined on
the second epipolar line;

storing the position in space; and

determining the image of the object by a set of deter-
mined positions in space and being made available for
further processing.

2. The method according to claim 1, which further com-
prises;

inactivating a projection of the predetermined random

image immediately before or after capturing the set of
determined positions in space and that the objects to be
imaged are additionally illuminated, at least one of the
cameras capturing the image of the object to be imaged,
an interpolated, intensity value or interpolated, intensity
values of the image position, namely the image position
of the pixel, by means of which the set of determined
positions in space was/were determined based on the
transformation being assigned to each of the set of deter-
mined positions in space.

3. The method according to claim 1, which further com-
prises portioning one of a surface or the space based on a
number of space or surface elements by means of a meshing
method based on a captured set of points.

4. The method according to claim 2, which further com-
prises assigning an intensity distribution, determined based
on the intensity values of the points in space of the set of
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predetermined positions, including by interpolation, to the
surface elements of the partitioned surface and displayed.

5. The method according to claim 1, which further com-
prises continuously capturing the three-dimensional images
of the objects, that the objects are moved in relation to the
cameras, relative movements being sufficiently slow to allow
for an overlap of a captured area of space of two images
subsequent in time, and that the sets of determined positions,
partitioned surfaces or partitioned spaces are aligned by
means of isometric transformation and, thus, an assembled
image is obtained from a plurality of images.

6. The method according to claim 1, wherein that, in case of
a lack of consistency between the first neighborhood and the
second neighborhood of a second pixel on an epipolar line of
the image captured by the second camera, a fluid matting a
surface of the object to be imaged is sprayed onto the objects
to be imaged and a procedure of determining consistent
neighborhoods is continued after having sprayed on the fluid.

7. The method according to claim 1, which further com-
prises selecting the random image in a way that the pixels
which are situated on the same epipolar line in the images
captured by the two cameras have distinct neighborhoods.

8. The method according to claim 1, wherein the first
neighborhood consists of 3x3 pixels or 5x5 pixels.

9. An assembly for capturing three-dimensional images of
objects, the assembly comprising:

two cameras having overlapping image areas;

a projection unit for projecting a random image, individual
pixels of the random image having one of at least two
different color values and/or intensity values, and the
random image being projectable into the overlapping
image areas of said two cameras by said projection unit;

a calibrating unit being post-positioned to said cameras, by
means of said calibrating unit:
positions and orientations of said two cameras in rela-

tion to one another and a transformation may be deter-
mined, the transformation assigning exactly one posi-
tion in space, namely one voxel, in a three-
dimensional image space each to an image position,
namely a position of a pixel, of an image captured
using a first of said cameras and an image position,
namely a position of a pixel, of an image captured
using a second of said cameras;

a family of epipolar lines being determined for each of
said cameras, exactly one epipolar line of said second
camera being assigned to each of the epipolar lines of
said first camera;

an evaluation unit being post-positioned to said cameras,
by means of said evaluation unit, for each pixel of the
image captured by said first camera:

a first neighborhood may be determined;

a first epipolar line determined for said first camera and
having a respective pixel may be determined;

a second epipolar line of said second camera assigned to
the determined first epipolar line may be determined,
and for each pixel of the image captured by said second
camera which are situated on the second epipolar line, a
second neighborhood which is congruent to the first
neighborhood may be determined;

a comparing unit for comparing intensity values of the first
and second neighborhoods, wherein:

a degree of consistency for the first and second neigh-
borhoods and the image position, namely of a pixel,
on the second epipolar line having a highest degree of
consistency may be determined by means of said
comparing unit; and
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a transformation may be determined based on an image
position of the pixel of said first camera and a deter-
mined image position on the second epipolar line by
means of said comparing unit and that position in
space may be stored in a memory.

10. The assembly according to claim 9, further comprising
a light source, being switchable, and illuminating the over-
lapping image areas of said two cameras.

11. The assembly according to claim 9, further comprising
an atomizer for applying an anti-shine fluid onto objects to be
imaged.

12. The assembly according to claim 9, wherein said first
and second cameras having optical axes that are almost par-
allel.

13. The assembly according to claim 9, wherein said two
cameras and said projection unit are disposed on a same
support or instrument.

14. The assembly according to claim 9, wherein the ran-
dom image is selected so that the pixels located on the same
epipolar line in the image captured by said two cameras have
distinct neighborhoods.

15. The assembly according to claim 9, wherein said first
neighborhood consists of 3x3 pixels or 5x5 pixels.
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